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This paper presents an adaptive mesh redistribution (AMR) method for solving the nonlinear Hamilton-Jacobi equations and level set equations in two- and threedimensions. Our approach includes two key ingredients: a non-conservative secondorder interpolation on the updated adaptive grids, and a class of monitor functions (or indicators) suitable for the Hamilton-Jacobi problems. The proposed adaptive mesh methods transform a uniform mesh in the logical domain to cluster grid points at the regions of the physical domain where the solution or its derivative is singular or nearly singular. Moreover, the formal second-order rate of convergence is preserved for the proposed AMR methods. Extensive numerical experiments are performed to demonstrate the efficiency and robustness of the proposed adaptive mesh algorithm.

Key Words: Moving adaptive grid method, Hamilton-Jacobi equations, level set equations, finite difference method.

## CONTENTS

1. Introduction.
2. Numerical scheme.
3. Numerical experiments in $1 D$.
4. Numerical experiments in $2 D$.
5. Numerical experiments in $3 D$.
6. Concluding Remarks.

## 1. INTRODUCTION

Hamilton-Jacobi (H-J) equations are of practical importance with applications ranging from mathematical finance and differential games to front propagation and image enhancement. For this reason, there have seen many theoretical and numerical studies for the H-J equations in the past two decades. Solutions of H-J equations are continuous and, in the generic case, form discontinuous derivatives in a finite time even with smooth initial data. This also introduces great difficulties in obtaining numerical solutions of the H-J equations. Traditional high-order methods are unsuitable, because spurious oscillations will generally occur in the presence of the discontinuous derivatives. Hence, some modern numerical techniques such as ENO schemes and central schemes have been proposed and studied [26, 27, 13, 16, 17].

Consider the Hamilton-Jacobi (H-J) equation

$$
\begin{gather*}
\phi_{t}+H\left(\mathbf{x}, t, \phi_{x_{1}}, \cdots, \phi_{x_{d}}\right)=0  \tag{1.1}\\
1
\end{gather*}
$$

where $\mathbf{x}=\left(x_{1}, \cdots, x_{d}\right) \in \mathbf{R}^{d}, t>0$. The definition of the viscosity solutions and the question of wellposedness were formulated and systematically studied by Crandall, Evans, Lions and many others, see e.g. [6, 8, 9]. In [9], Crandall and Lions studied the convergence of monotone finite difference schemes to the viscosity solutions of (1.1). Unfortunately, monotone schemes are at most first-order accurate, measured by local truncation errors in smooth regions of the solution. Some rigorous analysis on convergence rate for hyperbolic conservation laws and Hamilton-Jacobi equations can be found in [14, 18, 30, 33]. Typically, there is a close relation between the the H-J equations and hyperbolic conservation laws, and as a result concepts used for the conservation laws can be passed to H-J equations. High resolution methods for solving the conservation laws and the H-J equations include high-order essentially nonoscillatory (ENO) schemes introduced by Osher \& Sethian [26] and Osher \& Shu [27]; weighted ENO schemes developed by Liu et al. [21], Jiang \& Shu [13], and Jiang \& Peng [12]; and the central high resolution schemes proposed by Kurganov \& Tadmor [17] and Lin \& Tadmor [24, 25]. Jin \& Xin [15] investigated the numerical passage of relaxation approximation for conservation laws to $\mathrm{H}-\mathrm{J}$ equations.

In the traditional way, numerical methods are applied with fixed, pre-assigned grids. In this case, higher order (3rd, 4th or even higher) numerical schemes have to be developed in order to enhance the resolution of the numerical approximations. For unstructured meshes, high order algorithms for H-J equations are relatively few. Abgrall [1] extended the monotone-type finite volume schemes to first order H-J equations on triangular meshes. High order approximation on triangular meshes is developed by Augoula and Abgrall [2]. In a recent work of Zhang \& Shu [36], high order WENO schemes for solving the nonlinear $H-J$ equations on two dimensional unstructured meshes are developed.

It is expected that lower-order scheme (which may be rather simple) can also produce high resolution with small number of grid points if grid adaptation is employed. To fulfill this purpose, it is desirable to develop efficient adaptive mesh redistribution (AMR) algorithms to solve the nonlinear H -J equation (1.1). It is a challenging problem to generate an effective moving mesh in two or more dimensions, especially when the underlying solution develops complicated structures and becomes singular or nearly singular. Several AMR techniques have been introduced based on solving elliptic PDEs first proposed by Winslow [35]. Winslow's formulation requires the solution of a nonlinear, Poisson-like equation to generate a mapping from a regular domain in a parameter space to an irregularly shaped domain in physical space. By connecting points in the physical space corresponding to discrete points in the parameter space, the physical domain can be covered with a mesh suitable for the solution of finite difference/element equations. Typically, the map transforms a uniform mesh in the logical domain to cluster grid points at the regions of the physical domain where the solution or its derivative has the largest gradients. Brackbill and Saltzman [5] generalize Winslow's method to produce satisfactory mesh concentration while maintaining relatively good smoothness and orthogonality. Their approach has become one of the most popular methods used for mesh generation and adaptation.
There are several difficulties in designing AMR schemes for solving the H-J equations. We list two major ones below. The first one is concerned with the monitor function, which in general is an indicator of the degree of singularity. In solving hyperbolic system of conservation laws with an AMR method, it is known that the gradient-based monitor can be employed, see e.g. [3, 22, 28]. Since there is a close relation between the hyperbolic system of conservation laws and the H-J equations, it is expected that the relation can be also incorporated into the monitor functions for the AMR methods to the H-J problems. The second issue is about interpolating numerical approximations on the updated adaptive grids. In solving the hyperbolic system of conservation laws, a conservative-type interpolation seems crucial, due to the corresponding properties of the conservation laws [22]. In the case of the H-J equations, this property seems only necessary for the derivative $\phi_{x}$ ( or $\nabla_{x} \phi$ ), but not for the solution $\phi$ itself. The interpolation step and the PDE time-evolution should be well connected so that the (formal) higher-rate of convergence can be preserved.

Our first step is to solve the H-J equations in one- and two-space dimensions. After this is being done, the extension to 3D will be considered. The extension of an AMR method to 3D computations is always non-trivial. To our knowledge, successful 3D AMR algorithms are very few. In a recent work [23],
we were able to carry out some 3D simulations for some simple 3D nonlinear problems (one scalar and one system). However, much efforts have to be made in order to solve 3D hyperbolic problems or H-J equations with an adaptive mesh strategy.

The organization of this paper is as follows. The moving mesh algorithm is described in Section 2. Sections 3 to 5 contain numerical experiments in 1D, 2D and 3D, respectively. The numerical experiments will demonstrate the efficiency and robustness of the proposed AMR algorithms. Concluding remarks are given in Section 6.

## 2. NUMERICAL SCHEME

The basic idea of our AMR algorithm can be summarized as the following:

## Algorithm 1 (Basic AMR procedure for H-J equations).

1. Suppose a logically rectangular spatial grid is given on which the approximation to the $\mathrm{H}-\mathrm{J}$ solutions on cell-vertex lives;
2. Update the grid by iterating an elliptic grid generator. Simultaneously update the approximate solution $\phi$ on the new grid by using a non-conservative second-order interpolation formula;
3. Update $\phi$ with a physical time $\Delta t$ by solving the given PDE in the computational domain.

There are two main differences between the approach in this work and the one in [31] where adaptive solutions for the hyperbolic conservation laws are sought. The first difference is about Step 2 above. This step should be regarded as mesh-redistribution together with a solution-redistribution by interpolating the approximate solution on the evolving grid. In [31], the interpolation is a conservative one, but for the H-J equations we will solve a discrete H-J type equation to realize the solution redistribution. The second difference is about Step 3 above. In [31], this step is done on the new physical grid, but for the H-J equations we will do it in the fixed logical domain. The approach in [31] can clearly preserve the conservative properties of the hyperbolic conservation laws (and the Lax-Wendroff weak-solution result holds for the underlying moving mesh solution). However, there is no direct conservation properties involved for the $\mathrm{H}-\mathrm{J}$ equations (1.1), and hence accuracy of the numerical solutions is the major issue under consideration. This is similar to 2D incompressible Navier-Stokes problems. If one employs the Navier-Stokes equations in terms of the primitive variables, then the solution accuracy and the satisfaction of the divergence-free restrictions are both important in designing a numerical scheme. However, if the stream-function is introduced, then the solution accuracy (and also efficiency) becomes the most important issue.

### 2.1. A simple PDE solver

In this subsection, we will describe Step 3 above, namely the numerical discretization for the H-J equation (1.1) in the logical domain. The mesh-motion and solution interpolation parts will be provided in the next subsection.

### 2.1.1. ID case.

Consider the following 1D Hamilton-Jacobi equation:

$$
\begin{equation*}
\phi_{t}+H\left(\phi_{x}\right)=0, \quad a<x<b . \tag{2.1}
\end{equation*}
$$

Assume that there exists a one-to-one coordinate transformation $x=x(\xi)$ from the logical domain $\Omega_{c}=[0,1]$ to the physical domain $\Omega_{p}=[a, b]$. We also assume that the logical domain $\Omega_{c}$ is covered by a uniform mesh $\xi_{j}=j \Delta \xi, 0 \leq j \leq N+1$, where $\Delta \xi=1 /(N+1)$. With these assumptions, the 1D $H-J$ equation (2.1) becomes

$$
\begin{equation*}
\phi_{t}+\widetilde{H}\left(\phi_{\xi}\right)=0, \quad 0<\xi<1 \tag{2.2}
\end{equation*}
$$

where $\widetilde{H}\left(\phi_{\xi}\right) \equiv H\left(\xi_{x} \phi_{\xi}\right)$. On the computational domain $\Omega_{c}$, the above equation can be discretized by the following numerical scheme:

$$
\begin{equation*}
\phi_{j}^{n+1}=\phi_{j}^{n}-\Delta t_{n} \widetilde{H}\left(\frac{1}{2}\left(u_{j}^{+}+u_{j}^{-}\right)\right)+\frac{\Delta t_{n}}{2} \mathcal{A}\left(u_{j}^{+}, u_{j}^{-}\right) \cdot\left(u_{j}^{+}-u_{j}^{-}\right) \tag{2.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& u_{j}^{ \pm}:=\Delta_{\xi}^{ \pm} \phi_{j}^{n}= \pm\left(\phi_{j \pm 1}^{n}-\phi_{j}^{n}\right) / \Delta \xi \\
& \mathcal{A}\left(u^{+}, u^{-}\right)=\max _{u \in I\left(u^{-}, u^{+}\right)}\left\{\left|\widetilde{H}_{u}\right|\right\}
\end{aligned}
$$

Here $I\left(u^{-}, u^{+}\right)=\left[\min \left\{u^{-}, u^{+}\right\}, \max \left\{u^{-}, u^{+}\right\}\right]$, and $\widetilde{H}_{u}$ stands for the derivative of $\widetilde{H}(u)$ with respect to $u$. The above scheme is also regarded as the local Lax-Friedrichs (LxF) scheme, which is formally of first order accuracy in time and space. To improve its accuracy, the TVD-type high-order Runge-Kutta method of Shu \& Osher [29] will be employed to replace the explicit Euler part in (2.3), and the initial value reconstruction technique of van Leer [34] will be used to approximate the initial function. For example, let $u_{j+\frac{1}{2}}=\left(\phi_{j+1}-\phi_{j}\right) / \Delta \xi$, which can be regarded as the cell average of $\phi_{x}$. Using this notation, a piecewise linear function can be constructed:

$$
\bar{u}_{j+\frac{1}{2}}(\xi)=u_{j+\frac{1}{2}}+S_{j+\frac{1}{2}}\left(\xi-\xi_{j+\frac{1}{2}}\right), \quad \xi \in\left(\xi_{j}, \xi_{j+1}\right]
$$

where $S_{j+\frac{1}{2}}$ is an approximate slope of $u$ with respect to $\xi$, and is defined according to van Leer's limiter [34]. Similar order-enhancing strategy can be also used in multi-dimensional computations.

Remark. When $x_{j+1}-x_{j} \equiv$ const., the above 1D scheme is identical to the conventional local LxF scheme for the Hamilton-Jacobi equation [29].

Lemma 2.1. The numerical scheme (2.3) is conservative in terms of $\phi_{x}$ and that the related numerical Hamiltonian is monotone.

Proof. It follows easily from (2.3) that

$$
\begin{equation*}
\phi_{j}^{n+1}=\phi_{j}^{n}-\Delta t_{n} \bar{H}_{j}^{n} \tag{2.4}
\end{equation*}
$$

where

$$
\bar{H}_{j}:=\widetilde{H}\left(\frac{1}{2}\left(u_{j}^{+}+u_{j}^{-}\right)\right)+\frac{1}{2} \mathcal{A}\left(u_{j}^{+}, u_{j}^{-}\right) \cdot\left(u_{j}^{+}-u_{j}^{-}\right)
$$

Let $v_{j+\frac{1}{2}}$ be the cell average of $\phi_{x}$ :

$$
\begin{equation*}
v_{j+\frac{1}{2}}:=\frac{1}{x_{j+1}-x_{j}} \int_{x_{j}}^{x_{j+1}} \phi_{x} d x=\frac{\phi_{j+1}-\phi_{j}}{x_{j+1}-x_{j}} \tag{2.5}
\end{equation*}
$$

It follows from (2.4) that

$$
\begin{equation*}
v_{j+\frac{1}{2}}^{n+1}=v_{j+\frac{1}{2}}^{n}-\frac{\Delta t_{n}}{\Delta x_{j+\frac{1}{2}}^{n}}\left(\bar{H}_{j+1}^{n}-\bar{H}_{j}^{n}\right) \tag{2.6}
\end{equation*}
$$

where $\Delta x_{j+\frac{1}{2}}=x_{j+1}-x_{j}$. The numerical flux above can be rewritten in the following form (in terms of $v_{j+\frac{1}{2}}$ ):

$$
\begin{align*}
& \bar{H}_{j}^{n}=H\left(\frac{\Delta x_{j+\frac{1}{2}}^{n} v_{j+\frac{1}{2}}^{n}}{\Delta x_{j+\frac{1}{2}}^{n}+\Delta x_{j-\frac{1}{2}}^{n}}+\frac{\Delta x_{j-\frac{1}{2}}^{n} v_{j-\frac{1}{2}}^{n}}{\Delta x_{j+\frac{1}{2}}^{n}+\Delta x_{j-\frac{1}{2}}^{n}}\right) \\
& \quad+\frac{1}{2} \mathcal{A}\left(\Delta x_{j+\frac{1}{2}}^{n} v_{j+\frac{1}{2}}^{n}, \Delta x_{j-\frac{1}{2}}^{n} v_{j-\frac{1}{2}}^{n}\right) \cdot\left(\Delta x_{j+\frac{1}{2}}^{n} v_{j+\frac{1}{2}}^{n}-\Delta x_{j-\frac{1}{2}}^{n} v_{j-\frac{1}{2}}^{n}\right) \tag{2.7}
\end{align*}
$$

where $H$ is the original Hamiltonian given in (2.1). It is seen that the difference equation (2.6) is a conservative approximation to the conservation laws $v_{t}+H(v)_{x}=0$. Moreover, it follows from (2.7) that the numerical Hamiltonian $\bar{H}$ is monotone.
2.1.2. 2D case.

Consider the 2D H-J equation:

$$
\begin{equation*}
\phi_{t}+H\left(\phi_{x}, \phi_{y}\right)=0, \quad(x, y) \in \Omega_{p} \subseteq \mathbf{R}^{2} \tag{2.8}
\end{equation*}
$$

Again assume that there exists a one-to-one coordinate transformation $x=x(\xi, \eta), y=y(\xi, \eta)$ from the logical domain $\Omega_{c}=[0,1]^{2}$ to the physical domain $\Omega_{p}$. Moreover, the logical domain is covered by a fixed uniform mesh given by $\xi_{i}=i \Delta \xi, \eta_{j}=j \Delta \eta, 0 \leq i \leq N_{\xi}+1,0 \leq j \leq N_{\eta}+1$, and $\Delta \xi=1 /\left(N_{\xi}+1\right), \Delta \eta=1 /\left(N_{\eta}+1\right)$. After using the coordinate transformation, the 2D H-J equation becomes

$$
\begin{equation*}
\phi_{t}+\widetilde{H}\left(\phi_{\xi}, \phi_{\eta}\right)=0, \quad 0<\xi, \eta<1 \tag{2.9}
\end{equation*}
$$

where $\widetilde{H}\left(\phi_{\xi}, \phi_{\eta}\right) \equiv H\left(\xi_{x} \phi_{\xi}+\eta_{x} \phi_{\eta}, \xi_{y} \phi_{\xi}+\eta_{y} \phi_{\eta}\right)$. The two-dimensional version of the local LaxFriedrichs (LxF) scheme for the above H-J equation on the logical domain $\Omega_{c}$ can be written as

$$
\begin{align*}
\phi_{i, j}^{n+1}= & \phi_{i, j}^{n}-\Delta t_{n} \widetilde{H}\left(\frac{1}{2}\left(u_{i, j}^{+}+u_{i, j}^{-}\right), \frac{1}{2}\left(v_{i, j}^{+}+v_{i, j}^{-}\right)\right)  \tag{2.10}\\
& +\frac{\Delta t_{n}}{2} \mathcal{A}\left(u_{i, j}^{ \pm} ; v_{i, j}^{ \pm}\right) \cdot\left(u_{i, j}^{+}-u_{i, j}^{-}\right)+\frac{\Delta t_{n}}{2} \mathcal{B}\left(u_{i, j}^{ \pm} ; v_{i, j}^{ \pm}\right) \cdot\left(v_{i, j}^{+}-v_{i, j}^{-}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& u_{i, j}^{ \pm}:=\Delta_{\xi}^{ \pm} \phi_{i, j}^{n}, \quad v_{i, j}^{ \pm}:=\Delta_{\eta}^{ \pm} \phi_{i, j}^{n}, \\
& \mathcal{A}\left(u^{ \pm} ; v^{ \pm}\right)=\max \left\{\left|\widetilde{H}_{1}(u, v)\right| \mid u \in I\left(u^{-}, u^{+}\right), v \in[C, D]\right\}, \\
& \mathcal{B}\left(u^{ \pm} ; v^{ \pm}\right)=\max \left\{\left|\widetilde{H}_{2}(u, v)\right| \mid v \in I\left(v^{-}, v^{+}\right), u \in[A, B]\right\}
\end{aligned}
$$

In the above, $\widetilde{H}_{1}=\xi_{x} H_{1}+\xi_{y} H_{2}, \widetilde{H}_{2}=\eta_{x} H_{1}+\eta_{y} H_{2}$, where $H_{1}$ and $H_{2}$ are the partial derivatives of $H$ with respect to $\phi_{x}$ and $\phi_{y}$, respectively, or the Lipschitz constants of $H$ with respect to $\phi_{x}$ and $\phi_{y}$, if $H$ is not differentiable. $[A, B]$ is the value range for $\left(\phi_{\xi}\right)_{i}$, and $[C, D]$ is the value range for $\left(\phi_{\eta}\right)_{j}$, over $0 \leq i \leq N_{\xi}$ and $0 \leq j \leq N_{\eta}$.
2.1.3. 3D case.

Consider the 3D H-J equation

$$
\begin{equation*}
\phi_{t}+H\left(\phi_{x}, \phi_{y}, \phi_{z}\right)=0, \quad(x, y, z) \in \Omega_{p} \subseteq \mathbf{R}^{3} \tag{2.11}
\end{equation*}
$$

After using a coordinate transformation $x=x(\xi, \eta, \zeta), y=y(\xi, \eta, \zeta), z=z(\xi, \eta, \zeta)$ from the logical domain $\Omega_{c}=[0,1]^{3}$ to the physical domain $\Omega_{p}$, we have

$$
\begin{equation*}
\phi_{t}+\widetilde{H}\left(\phi_{\xi}, \phi_{\eta}, \phi_{\zeta}\right)=0, \quad(\xi, \eta, \zeta) \in \Omega_{c} \tag{2.12}
\end{equation*}
$$

where $\widetilde{H}\left(\phi_{\xi}, \phi_{\eta}, \phi_{\zeta}\right) \equiv H\left(\xi_{x} \phi_{\xi}+\eta_{x} \phi_{\eta}+\zeta_{x} \phi_{\zeta}, \xi_{y} \phi_{\xi}+\eta_{y} \phi_{\eta}+\zeta_{y} \phi_{\zeta}, \xi_{z} \phi_{\xi}+\eta_{z} \phi_{\eta}+\zeta_{z} \phi_{\zeta}\right)$. The 3D version of the local LxF scheme for the H-J equation (2.12) is of the form

$$
\phi_{i, j, k}^{n+1}=\phi_{i, j, k}^{n}-\Delta t_{n} \widetilde{H}\left(\frac{1}{2}\left(u_{i, j, k}^{+}+u_{i, j, k}^{-}\right), \frac{1}{2}\left(v_{i, j, k}^{+}+v_{i, j, k}^{-}\right), \frac{1}{2}\left(w_{i, j, k}^{+}+w_{i, j, k}^{-}\right)\right)
$$

$$
\begin{align*}
& +\frac{\Delta t_{n}}{2} \mathcal{A}\left(u_{i, j, k}^{ \pm} ; v_{i, j, k}^{ \pm} ; w_{i, j, k}^{ \pm}\right) \cdot\left(u_{i, j, k}^{+}-u_{i, j, k}^{-}\right) \\
& +\frac{\Delta t_{n}}{2} \mathcal{B}\left(u_{i, j, k}^{ \pm} ; v_{i, j, k}^{ \pm} ; w_{i, j, k}^{ \pm}\right) \cdot\left(v_{i, j, k}^{+}-v_{i, j, k}^{-}\right) \\
& +\frac{\Delta t_{n}}{2} \mathcal{C}\left(u_{i, j, k}^{ \pm} ; v_{i, j, k}^{ \pm} ; w_{i, j, k}^{ \pm}\right) \cdot\left(w_{i, j, k}^{+}-w_{i, j, k}^{-}\right) \tag{2.13}
\end{align*}
$$

where

$$
\begin{aligned}
& u_{i, j, k}^{ \pm}:=\Delta_{\xi}^{ \pm} \phi_{i, j, k}^{n}, \quad v_{i, j, k}^{ \pm}:=\Delta_{\eta}^{ \pm} \phi_{i, j, k}^{n}, \quad w_{i, j, k}^{ \pm}:=\Delta_{\zeta}^{ \pm} \phi_{i, j, k}^{n} ; \\
& \mathcal{A}\left(u^{ \pm} ; v^{ \pm} ; w^{ \pm}\right)=\max \left\{\left|\widetilde{H}_{1}(u, v, w)\right| \mid u \in I\left(u^{-}, u^{+}\right), v \in[C, D], w \in[E, F]\right\}, \\
& \mathcal{B}\left(u^{ \pm} ; v^{ \pm} ; w^{ \pm}\right)=\max \left\{\left|\widetilde{H}_{2}(u, v, w)\right| \mid v \in I\left(v^{-}, v^{+}\right), u \in[A, B], w \in[E, F]\right\}, \\
& \mathcal{C}\left(u^{ \pm} ; v^{ \pm} ; w^{ \pm}\right)=\max \left\{\left|\widetilde{H}_{3}(u, v, w)\right| \mid w \in I\left(w^{-}, w^{+}\right), u \in[A, B], v \in[C, D]\right\} .
\end{aligned}
$$

In the 3D case, $\widetilde{H}_{1}=\nabla \xi \cdot \mathbf{H}, \widetilde{H}_{2}=\nabla \eta \cdot \mathbf{H}$ and $\widetilde{H}_{3}=\nabla \zeta \cdot \mathbf{H}$, where $\nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)^{T}, \mathbf{H}=$ $\left(H_{1}, H_{2}, H_{3}\right)^{T}$. Here $H_{1}, H_{2},[A, B]$ and $[C, D]$ are similar to that in 2D, and $H_{3}$ stands for the partial derivative for $H$ with respect to $\phi_{z}$, and $[E, F]$ is the value range for $\left(\phi_{\zeta}\right)_{k}$.

### 2.1.4. Time-discretization

By letting the time steps go to zero in (2.3), (2.10) or (2.13), we obtain a semi-discretized numerical scheme which leads to a system of ODEs. The ODE system can be solved by using the Runge-Kutta scheme of Shu \& Osher [29]. More precisely, we solve

$$
\begin{equation*}
\Phi^{\prime}(t)=L(\Phi) \tag{2.14}
\end{equation*}
$$

with the third order TVD (total variation nonincreasing) Runge-Kutta scheme:

$$
\begin{aligned}
& \Phi^{(1)}=\Phi^{n}+\Delta t L\left(\Phi^{n}\right), \\
& \Phi^{(2)}=\frac{3}{4} \Phi^{n}+\frac{1}{4}\left(\Phi^{(1)}+\Delta t L\left(\Phi^{(1)}\right)\right), \\
& \Phi^{n+1}=\frac{1}{3} \Phi^{n}+\frac{2}{3}\left(\Phi^{(2)}+\Delta t L\left(\Phi^{(2)}\right)\right) .
\end{aligned}
$$

### 2.2. Mesh motion

In this subsection, we describe Step 2 in Algorithm 1. In Tang \& Tang [31], an adaptive mesh redistribution method based on the values of the cell average is proposed, resulting a conservative interpolation strategy. Since there is no explicit conservation requirements for $\phi$, we will design a new interpolation strategy which is in general non-conservative for $\phi$, but conservative with respect to its gradient. Moreover, this interpolation formula will be of second-order accuracy and is governed by a discrete Hamilton-Jacobi equation which can be handled in the same way as described in the last subsection.

### 2.2.1. Mesh motion based on Gauss-Seidal iteration

For simplicity, we mainly illustrate the idea of the grid motion for 1D case. The extension to higher dimensions is straightforward, see Tang \& Tang [31]. Let $x$ and $\xi$ be the physical and computational coordinates, respectively, which are (without loss of generality) assumed to be in $[a, b]$ and $[0,1]$, respectively. A one-to-one coordinate transformation between these domains is denoted by

$$
\begin{array}{ll}
x=x(\xi), & \xi \in[0,1] \\
x(0)=a, & x(1)=b \tag{2.15}
\end{array}
$$

We use the conventional 1D equidistribution principle:

$$
\begin{equation*}
\omega \frac{\partial}{\partial \xi} x(\xi)=\text { Const } \tag{2.16}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{\partial}{\partial \xi}\left\{\omega \frac{\partial}{\partial \xi} x(\xi)\right\}=0 \tag{2.17}
\end{equation*}
$$

where $\omega$ is the monitor function, which in general depends on the underlying solution to be adapted. Solving (2.17) with the given boundary conditions leads to the desired mesh map $x=x(\xi)$.

For convenience, assume a (fixed) uniform mesh on the computational domain is given by

$$
\xi_{j}=j /(N+1), \quad j=0,1, \cdots, N+1 .
$$

In practice, the monitor function $\omega$ is always associated with the underlying solution $\phi$ or/and its derivatives, but without loss of generality we assume that $\omega=\omega(\phi)$. For monitor functions involving derivatives, central differencing will be used to approximate these derivatives. Then the moving mesh equation (2.17) can be discretized by using central difference approximations:

$$
\begin{equation*}
\omega\left(\phi_{j+\frac{1}{2}}\right)\left(x_{j+1}-x_{j}\right)-\omega\left(\phi_{j-\frac{1}{2}}\right)\left(x_{j}-x_{j-1}\right)=0, \quad 1 \leq j \leq N \tag{2.18}
\end{equation*}
$$

where $\phi_{j \pm \frac{1}{2}}$ are some averages based on the $\phi_{j \pm 1}$ and $\phi_{j}$. Solving (2.18) with the boundary conditions $x(0)=a$ and $x(1)=b$ gives a new grid partition, $\left\{\widetilde{x}_{j}\right\}$, in the physical domain.

In our computations, we solve (2.18) by a Gauss-Seidal (GS) iteration:

$$
\begin{equation*}
\omega\left(\phi_{j+\frac{1}{2}}^{[\nu]}\right)\left(x_{j+1}^{[\nu]}-x_{j}^{[\nu+1]}\right)-\omega\left(\phi_{j-\frac{1}{2}}^{[\nu]}\right)\left(x_{j}^{[\nu+1]}-x_{j-1}^{[\nu+1]}\right)=0 . \tag{2.19}
\end{equation*}
$$

Once one loop of the above GS iteration is finished, the numerical approximation $\left\{\phi_{j}^{[\nu]}\right\}$ will be updated by a non-conservative formula to be provided below. When the updated approximation $\left\{\phi_{j}^{[\nu+1]}\right\}$ is obtained, the GS iteration (2.19) can be employed again to improve the quality of the mesh $\left\{x_{j}\right\}$. This leads to an iteration procedure on the grid-motion and solution-interpolation. The iteration determines progressively better values of the new grid locations and the approximation values. The total iteration is continued until there is no significant change in calculated new grids from one iteration to the next. Typically about 3 to 5 cycles of GS iteration are required, so in most computations in this work we use 5 GS iterations at each time level.

In the practical computations, it is common to use some temporal or spatial smoothing on the monitor function $\omega$ to obtain smoother meshes. One of the reasons for using smoothing technique is to avoid very singular meshes and large approximation error around the stiff solution areas. In this work, we apply the following low pass filter to smooth the monitor:

$$
\begin{equation*}
\omega_{j+\frac{1}{2}} \leftarrow \frac{1}{4}\left(\omega_{j+\frac{3}{2}}+2 \omega_{j+\frac{1}{2}}+\omega_{j-\frac{1}{2}}\right) \tag{2.20}
\end{equation*}
$$

where $\omega_{j+\frac{1}{2}}=\omega\left(\phi_{j+\frac{1}{2}}\right)$.
An 2D version of the above GS iteration formula is given by

$$
\begin{align*}
& \mathbf{p}_{i+\frac{1}{2}, j}\left(\mathbf{r}_{i+1, j}^{[\nu]}-\mathbf{r}_{i, j}^{[\nu+1]}\right)-\mathbf{p}_{i-\frac{1}{2}, j}\left(\mathbf{r}_{i, j}^{[\nu+1]}-\mathbf{r}_{i-1, j}^{[\nu+1]}\right) \\
& \quad+\mathbf{q}_{i, j+\frac{1}{2}}\left(\mathbf{r}_{i, j+1}^{[\nu]}-\mathbf{r}_{i, j}^{[\nu+1]}\right)-\mathbf{q}_{i, j-\frac{1}{2}}\left(\mathbf{r}_{i, j}^{[\nu+1]}-\mathbf{r}_{i, j-1}^{[\nu+1]}\right)=0, \tag{2.21}
\end{align*}
$$

for $1 \leq i \leq J_{x}$ and $1 \leq j \leq J_{y}$, where $\mathbf{r}:=(x, y)$,

$$
\mathrm{p}_{i \pm \frac{1}{2}, j}=\omega\left(\phi_{i \pm \frac{1}{2}, j}^{[\nu]}\right)=\omega\left(\frac{1}{2}\left(\phi_{i \pm 1, j}^{[\nu]}+\phi_{i, j}^{[\nu]}\right)\right),
$$

$$
\mathrm{q}_{i, j \pm \frac{1}{2}}=\omega\left(\phi_{i, j \pm \frac{1}{2}}^{[\nu]}\right)=\omega\left(\frac{1}{2}\left(\phi_{i, j \pm 1}^{[\nu]}+\phi_{i, j}^{[\nu]}\right)\right) .
$$

An 3D version can be similarly obtained and it will be omitted here to save space.

### 2.2.2. A non-conservative interpolation

After obtaining the grid $\left\{\widetilde{x}_{j}\right\}$, we will update $\phi$ at the grid point $\widetilde{x}_{j}$ based on the information of $\phi_{j}$. The traditional way to do it is using the standard interpolation:

$$
\begin{equation*}
\widetilde{\phi}_{j}=\phi_{k}+\frac{\phi_{k}-\phi_{k-1}}{x_{k}-x_{k-1}}\left(\widetilde{x}_{j}-x_{k}\right), \quad \text { if } \quad \widetilde{x}_{j} \in\left[x_{k-1}, x_{k}\right] \tag{2.22}
\end{equation*}
$$

In solving the $\mathrm{H}-\mathrm{J}$ equations with strong derivative discontinuities, the iteration techniques based on (2.18)-(2.22) produce poor numerical approximations, mainly due to the use of the linear interpolation (2.22) which introduces large dissipation at each iteration step. An efficient method to replace (2.22) will be outlined below. If the function is reasonably smooth, then using Taylor expansion gives

$$
\begin{align*}
\phi\left(\widetilde{x}_{j}\right) & \approx \phi\left(x_{j}\right)+\left(\frac{\partial \phi}{\partial x}\right)_{x=x_{j}}\left(\widetilde{x}_{j}-x_{j}\right) \\
& =\phi\left(x_{j}\right)-c_{j}\left(\frac{\partial \phi}{\partial \xi}\right)_{j} \tag{2.23}
\end{align*}
$$

where

$$
\begin{equation*}
c_{j}:=\left(x_{j}-\widetilde{x}_{j}\right)\left(\xi_{x}\right)_{j} \tag{2.24}
\end{equation*}
$$

The equation (2.23) can be regarded as a numerical approximation of linear convective equation on the computational domain with wave speed $c_{j}$. The equation (2.23) can be also regarded as the following Hamilton-Jacobi type equation

$$
\begin{equation*}
\widetilde{\phi}=\phi-c \phi_{\xi} \tag{2.25}
\end{equation*}
$$

where $c$ is defined by (2.24). The above equation is of the same form of (2.2) with a linear Hamiltonian. The second-order method described in Section 2.1 will be adopted directly here to solve (2.25).

Remark.

- The interpolation formula given by (2.23) is

$$
\begin{equation*}
\tilde{\phi}_{j}=\phi_{j}-c_{j}\left(\phi_{\xi}\right)_{j} \tag{2.26}
\end{equation*}
$$

Let $v_{j+\frac{1}{2}}$ be the cell average of $\phi_{x}$ as defined by (2.5). Then it can be easily verify that the above interpolation formula preserves the mass for $v$ in the following sense:

$$
\sum_{j} \Delta \tilde{x}_{j+\frac{1}{2}} \tilde{v}_{j+\frac{1}{2}}=\sum \Delta x_{j+\frac{1}{2}} v_{j+\frac{1}{2}}
$$

- As demonstrated in Tang \& Tang [31], the mesh moving speed $c$ can be made of order $\mathcal{O}(\Delta \xi)$. As a result, it follows that the error of the interpolation formula (2.26) is of order $\mathcal{O}\left(\Delta \xi^{2}\right)$.

The interpolation formula in 2D is

$$
\begin{aligned}
\phi\left(\widetilde{x}_{i, j}, \widetilde{y}_{i, j}\right) & \approx \phi\left(x_{i, j}, y_{i, j}\right)+\left(\phi_{x}\right)_{i, j}\left(\widetilde{x}_{i, j}-x_{i, j}\right)+\left(\phi_{y}\right)_{i, j}\left(\widetilde{y}_{i, j}-y_{i, j}\right) \\
& =\phi\left(x_{i, j}, y_{i, j}\right)-\left(c^{\xi}\right)_{i, j}\left(\phi_{\xi}\right)_{i, j}-\left(c^{\eta}\right)_{i, j}\left(\phi_{\eta}\right)_{i, j},
\end{aligned}
$$

where $c^{\xi}=(\mathbf{r}-\tilde{\mathbf{r}}) \cdot \nabla \xi$ and $c^{\eta}=(\mathbf{r}-\tilde{\mathbf{r}}) \cdot \nabla \eta$. Here $\mathbf{r}=(x, y)$ and $\nabla=\left(\partial_{x}, \partial_{y}\right)^{T}$. In 3D, the interpolation formula is

$$
\begin{aligned}
\phi\left(\widetilde{\mathbf{r}}_{i, j, k}\right) & \approx \phi\left(\mathbf{r}_{i, j, k}\right)+\nabla \phi \cdot(\mathbf{r}-\tilde{\mathbf{r}}) \\
& =\phi_{i, j, k}-\left(c^{\xi}\right)_{i, j, k}\left(\phi_{\xi}\right)_{i, j, k}-\left(c^{\eta}\right)_{i, j, k}\left(\phi_{\eta}\right)_{i, j, k}-\left(c^{\zeta}\right)_{i, j, k}\left(\phi_{\zeta}\right)_{i, j, k}
\end{aligned}
$$

where $\nabla=\left(\partial_{x}, \partial_{y}, \partial_{z}\right)^{T}, \mathbf{r}=(x, y, z), c^{\xi}=(\mathbf{r}-\tilde{\mathbf{r}}) \cdot \nabla \xi, c^{\eta}=(\mathbf{r}-\tilde{\mathbf{r}}) \cdot \nabla \eta$ and $c^{\zeta}=(\mathbf{r}-\tilde{\mathbf{r}}) \cdot \nabla \zeta$.

### 2.3. Summary of the AMR algorithm

An overview of the sequence of computations described in the last two subsections is given below.

Algorithm 2 (Outline of the numerical algorithm).
0. Determine the initial mesh based on the initial function.

1. Determine $\Delta t$ based on CFL-type condition so that $t_{n}=t_{n-1}+\Delta t$.
2. Advance the solution one time step based on an appropriate numerical scheme for the given $\mathbf{H}-\mathrm{J}$ equation.
3. Grid Restructuring
a. Solve the mesh redistributing equation (a generalized Laplace equation with given data for the monitor) by one cycle of Gauss-Seidal iteration, to get $\mathbf{x}^{[k], n}$, e.g. (2.19) for 1D;
b. Interpolating the approximate solutions on the new grid $\mathbf{x}^{[k], n}$, e.g. (2.25) for 1D;
c. A weighted average of the locally calculated monitor at each computational cell and the surrounding monitor values, see (2.20);
d. The iteration procedure (a.)-(c.) on grid-motion and solution-interpolation is continued until there is no significant change in calculated new grids from one iteration to the next. In practice, a fixed number of iterations may be also used for the procedure (a.)-(c.).
4. Start new time step (go to $\mathbf{1}$ above).

The Algorithm 2 will be used to solve some test problems in 1D, 2D and 3D in the following sections.

## 3. NUMERICAL EXPERIMENTS IN 1D

In this section, we apply our adaptive mesh redistribution method to two 1 D problems which can be found in [12, 27]. The CFL number used in the 1D experiments is 0.48 . The main purpose of the 1D experiments are two-folds: one is to discuss the choice of the monitor functions and another is to discuss the convergence rate. In the definitions of In this section, derivatives are all approximated numerically by central differencing such as

$$
\begin{aligned}
& \phi_{x} \approx \frac{1}{2}\left(\frac{\Delta_{x}^{+} \phi_{j}}{\Delta_{x}^{+} x_{j}}+\frac{\Delta_{x}^{-} \phi_{j}}{\Delta_{x}^{-} x_{j}}\right), \\
& \phi_{x \xi} \approx \frac{1}{\Delta \xi}\left(\frac{\Delta_{x}^{+} \phi_{j}}{\Delta_{x}^{+} x_{j}}-\frac{\Delta_{x}^{-} \phi_{j}}{\Delta_{x}^{-} x_{j}}\right) .
\end{aligned}
$$

Example 3.1. We solve

$$
\begin{equation*}
\phi_{t}+H\left(\phi_{x}\right)=0, \quad \phi(x, 0)=-\cos \left(\pi\left(x-x_{0}\right)\right), \quad-1 \leq x<1, \tag{3.1}
\end{equation*}
$$

with a convex $H$ (Burgers' equation),

TABLE 1a
Example 3.1: the errors and the rate of convergence of the moving mesh solution at $t=$ $1 / 2 \pi^{2}$, with the monitor function (3.3) and (a): $\beta=\frac{1}{8}$, (b): $\beta=\frac{1}{32}$.

| N | $L^{1}$-error | $L^{1}$-order | $L^{\infty}$-error | $L^{\infty}$-order |
| :--- | :--- | :--- | :--- | :---: |
| 20 | $2.11 \mathrm{e}-02$ | - | $2.31 \mathrm{e}-02$ | - |
| 40 | $4.76 \mathrm{e}-03$ | 2.14 | $5.82 \mathrm{e}-03$ | 1.99 |
| 80 | $1.30 \mathrm{e}-03$ | 1.87 | $2.06 \mathrm{e}-03$ | 1.50 |
| 160 | $3.26 \mathrm{e}-04$ | 2.00 | $6.21 \mathrm{e}-04$ | 1.73 |
| 320 | $6.45 \mathrm{e}-05$ | 2.34 | $1.27 \mathrm{e}-04$ | 2.59 |

TABLE 1b-Continued

| N | $L^{1}$-error | $L^{1}$-order | $L^{\infty}$-error | $L^{\infty}$-order |
| :---: | :---: | :---: | :---: | :---: |
| 20 | $2.09 \mathrm{e}-02$ | - | $2.19 \mathrm{e}-02$ | - |
| 40 | $4.44 \mathrm{e}-03$ | 2.23 | $4.83 \mathrm{e}-03$ | 2.18 |
| 80 | $1.10 \mathrm{e}-03$ | 2.01 | $1.58 \mathrm{e}-03$ | 1.61 |
| 160 | $2.47 \mathrm{e}-04$ | 2.15 | $3.87 \mathrm{e}-04$ | 2.03 |
| 320 | $4.59 \mathrm{e}-05$ | 2.43 | $6.04 \mathrm{e}-05$ | 2.68 |

In this example, $x_{0}$ is chosen as 0.85 . We first wish to verify the convergence rate for the moving mesh algorithm. It is easily seen that the numerical scheme described in Section 2 is of second-order rate of convergence in uniform mesh (when the underlying solution is smooth). It is natural to ask if the second-order rate of convergence can be preserved if an adaptive grid method is employed? To see this, we solve Example 3.1 up to $t=1 / 2 \pi^{2}$ (when the solution is still smooth) with our moving mesh algorithm, where the number of Gauss-Seidal iteration for the grid-motion at each time level is taken as 5. The $L^{1}$ and $L^{\infty}$ errors and convergence orders obtained by using two different monitor functions are listed in Table 1. It is observed that rate of convergence for the adaptive mesh scheme is greater than 2.

Since the solution is smooth at $t=1 / 2 \pi^{2}$, all the monitor functions used in Table 1 seem quite reasonable. Indeed when the solution is smooth, the effect of the mesh motion is not that significant. However, the impact of the monitor function is clearly observed when solution or its derivative discontinuities are developed. In our numerical experiments, it is found that monitor functions of the form

$$
\begin{equation*}
\omega=\sqrt{1+\beta\left|\phi_{x \xi}\right|^{2}}, \quad \beta>0 \tag{3.3}
\end{equation*}
$$

work well. There is a connection between the above monitor and the gradient-based monitor for the hyperbolic conservation laws used in Tang \& Tang [31]. In [31], the monitor function used is $\sqrt{1+\beta\left|u_{\xi}\right|^{2}}$, where $u$ is a solution of the underlying hyperbolic conservation laws. By the well known relation that $u \sim \phi_{x}$, it is natural to choose (3.3) as the monitor function for the one-dimensional H-J equation. In Fig. 1 the adaptive solution $\phi$ and its gradient $\phi_{x}$ obtained by using 41 grid points are presented, with the monitor function (3.3) and $\beta=\frac{1}{64}$.

For comparison, the numerical solution on a uniform mesh (with the same number of grid points) is plotted in Fig. 2. The higher resolution of the adaptive-mesh solution over the uniform-mesh solution is clearly observed.

In [31], a monitor including both $u$ and $u_{x}$ is proposed, where $u$ is a solution of the hyperbolic conservation laws. Correspondingly, the following monitor function can be employed for the one-



FIG. 1. Example 3.1: the adaptive mesh solutions ( $\circ$ ) and the exact solution (solid line) for $\phi$ (left) and $\phi_{x}$ (right) at $t=3 / 2 \pi^{2}$ with 40 grid points. The monitor (3.3) with $\alpha=\frac{1}{64}$ is used.



FIG. 2. Same as Fig.1, except on a uniform mesh.



FIG. 3. Same as Fig.1, except with the monitor (3.4) with $(\alpha, \beta)=(10,1 / 16)$.
dimensional H-J equations:

$$
\begin{equation*}
\omega=\sqrt{1+\alpha\left|\phi_{x}\right|^{2}+\beta\left|\phi_{x \xi}\right|^{2}} . \tag{3.4}
\end{equation*}
$$

In Fig. 3, the adaptive solution $\phi$ and its gradient $\phi_{x}$ obtained by using the monitor (3.4) with $(\alpha, \beta)=$ $\left(10, \frac{1}{16}\right)$ are presented. It is seen that higher resolution than those in Fig. 1 is achieved, indicating that a monitor of form (3.4) is useful for this example.

Example 3.2. The second 1D example is the following Riemann problem with a non-convex flux:

$$
\left\{\begin{array}{l}
\phi_{t}+\frac{1}{4}\left(\phi_{x}^{2}-1\right)\left(\phi_{x}^{2}-4\right)=0, \quad-1<x<1  \tag{3.5}\\
\phi(x, 0)=-2|x|
\end{array}\right.
$$

As pointed out by Zhang \& Shu [36] that this is a demanding test case. Many schemes have poor resolutions or could not even converge to a non-viscosity solution for this case. Numerical results at $t=1$ with 41 grid points are shown in Fig. 4, and are compared with the 'exact' solution (solid lines). In this example, the monitor function is taken as

$$
\begin{equation*}
\omega=\sqrt{1+\beta\left|\phi_{x \xi}\right|^{2}}, \quad \beta>0 \tag{3.6}
\end{equation*}
$$

where several values of $\beta$ are used. We found that the adaptive mesh algorithm with 41 grid points gives satisfactory numerical approximations, which seem more accurate than the 3rd order and 5th order WENO solutions with 81 non-uniform grid points [36], and also more accurate than the high-resolution central scheme solution with 81 uniform grid points [16]. For comparison, the uniform mesh solution is also included in Fig. 4. The improvement of the AMR solution is then clearly demonstrated by comparing the adaptive mesh solutions and the uniform mesh solution.

In Fig 5 the mesh trajectories with two different monitor functions are plotted. It is observed that the grid distributions seem more reasonable, with more points at the corners where the value of curvature is large. This is also the main reason that higher solution resolutions are achieved.

## 4. NUMERICAL EXPERIMENTS IN 2D

We consider four test problems in this section. The first two are of smooth initial data, while the last two have discontinuous initial conditions. In fact, the last example in this section is a level set equation which is concerned with a geometric motion. In all the 2D computations, we took 5 cycles of the Gauss-Seidal iterations in the mesh redistribution part. The CFL number is chosen as 0.24 .

Since the solution $\phi$ may be smooth, as in the one-dimensional case it is reasonable to involve the second-derivatives in the monitor function. In our computations, the monitor function is chosen as $\omega I$, with $I$ the identity matrix and

$$
\begin{equation*}
\omega=\sqrt{1+\alpha\left|\nabla_{p} \phi\right|^{2}+\beta\left|\nabla_{p} \cdot\left(\frac{\nabla_{p} \phi}{\max \left\{\left|\nabla_{p} \phi\right|\right\}}\right)\right|^{2}} \tag{4.1}
\end{equation*}
$$

where $\nabla_{p}=\left(\partial_{x}, \partial_{y}\right)^{T}$. It involves a curvature-like term, which is proven to be necessary in order to obtain satisfactory mesh motion. In (4.1), $\max \left\{\left|\nabla_{p} \phi\right|\right\}$ (a function of time $t$ ) is a scaling factor. With the use of this scaling factor, the coefficient of the high-order derivative term, $\beta$, can be chosen as an $\mathcal{O}(1)$ constant.

Example 4.1. Two-dimensional Burgers equation:

$$
\left\{\begin{array}{l}
\phi_{t}+H\left(\phi_{x}, \phi_{y}\right)=0, \quad(x, y) \in(-2,2)^{2},  \tag{4.2}\\
\phi(x, y, 0)=-\cos (\pi(x+y) / 2)
\end{array}\right.
$$



FIG. 4. Example 3.2: Numerical solutions (o) and the exact solution (solid line) at $t=1$, by using an adaptive mesh with monitor (3.6) with $\beta=\frac{1}{16}, \frac{1}{32}, \frac{1}{64}, \frac{1}{128}, \frac{1}{256}$ and 0 , respectively. The last one (with $\beta=0$ ) corresponds to a uniform mesh. 41 grid points are used.
with a strictly convex Hamiltonian $H$ :

$$
\begin{equation*}
H(u, v)=\frac{1}{2}(u+v+1)^{2}, \tag{4.3}
\end{equation*}
$$



FIG. 5. Example 3.2: mesh trajectory for $0 \leq t \leq 1$, with the monitor (3.3) and $\beta=\frac{1}{64}$ (left) and $\beta=\frac{1}{128}$ (right). 41 grid points are used.


FIG. 6. The convex Hamiltonian (4.3) for Example 4.1: The adaptive mesh (left) and numerical approximation (right) at $t=1.5 / \pi^{2}$, using the monitor $(4.1)$ and $(\alpha, \beta)=(1,5)$. Top: $30^{2}$ grid points and bottom: $60^{2}$ grid points.
and a non-convex Hamiltonian $H$ :

$$
\begin{equation*}
H(u, v)=-\cos (u+v+1) \tag{4.4}
\end{equation*}
$$

The periodic boundary condition is used.


FIG. 7. The non-convex Hamiltonian (4.4) for Example 4.1: The adaptive mesh (left) and numerical approximation (right) at $t=1.5 / \pi^{2}$, by using the monitor (4.1) with $(\alpha, \beta)=(1,5)$. Left: $30^{2}$ grid points and right: $60^{2}$ grid points.

This problem was proposed in [27] and is now a standard test problem. In Fig. 6, the adaptive mesh and numerical solutions at $t=1.5 / \pi^{2}$ for the convex Hamiltonian (4.3) are presented, and those for the non-convex Hamiltonian (4.4) are plotted in Fig. 7. In both cases, the monitor function $\omega$ is of form (4.1) with $(\alpha, \beta)=(1,5)$. It is seen from Figs. 6 and 7 that satisfactory effects of the mesh adaptation are observed.
It is natural to ask what will be happened if the constant $\alpha$ in (4.1) is set to zero. In Fig. 8, the adaptive mesh and numerical solutions at $t=1.5 / \pi^{2}$ for the non-convex Hamiltonian (4.4) are plotted, where $(\alpha, \beta)=(0,5)$ is used. It is observed that similar results to those presented in Fig. 7 are obtained. However, a monitor with no-zero $\alpha$ is useful in enhancing stability, as shown in Table 2 for the next example.

Example 4.2. The second 2D problem is a prototype model in geometrical optics [15, 24, 26], which is a Cauchy problem for an 2D H-J equation with a non-convex Hamiltonian and a periodic boundary condition:

$$
\left\{\begin{array}{l}
\phi_{t}+\sqrt{\phi_{x}^{2}+\phi_{y}^{2}+1}=0, \quad(x, y) \in(0,1)^{2}  \tag{4.5}\\
\phi(x, y, 0)=0.25(\cos (2 \pi x)-1)(\cos (2 \pi y)-1)-1 .
\end{array}\right.
$$

For this example, the monitor function is of the form (4.1) with $(\alpha, \beta)=(6,0.1)$. Using our moving mesh algorithm, we record data at $t=0.6$ (after singularity) with $30^{2}$ and $60^{2}$ grids. In Fig. 9, the adaptive mesh and the approximation solutions are presented. It is seen that the problem is well resolved


FIG. 8. Same as Fig. 7, except with $(\alpha, \beta)=(0,5)$.
with $30^{2}$ grid points, and the desired mesh adaptation effect is clearly observed. The contour lines at $t=0.6$ obtained by using $60^{2}$ grid points is presented in Fig. 10.

It will be interesting to test the gradient-based monitor for this problem, namely dropping the curvaturelike term in (4.1). Numerical results on the moving mesh and the approximate solutions are plotted in Fig. 11 by using $(\alpha, \beta)=(6,0)$. By comparing Figs. 9 and 11, we found that more grid points moved to the peak solution regions when the curvature-based monitor (4.1) is used, indicating the useful impact of the curvature-like term in the monitor.

A number of observations from our computation to this example are listed below:

- The coefficient of the higher order derivative term in the monitor (4.1) can not be too large, i.e. the coefficient $\beta$ in (4.1) should be quite small. One of the reasons is that if $\beta$ is large then the time step in the time evolution stage may become very small. In Example $4.2, \beta \geq 0.5$ may lead to serious problems.
- If a gradient-monitor is chosen, i.e. $\beta=0$ in (4.1), then the coefficient of the gradient term can not be too small. Otherwise the effect of mesh adaptation will not be obtained (i.e. the mesh is almost not moved). In Example 4.2, if we use $(\alpha, \beta)=(1,0)$ then the resulting adaptive mesh almost becomes uniform.
- The choices of the coefficients $\alpha$ and $\beta$ in (4.1) have also quite big impact on the total CPU time used. In Table 2, we list the number of time evolutions used in solving this test problem with different choice of the monitor functions: $(\alpha, \beta)=(6,0.1),(6,0),(1,0)$ and $(0,0.1)$.


FIG. 9. Example 4.2: moving mesh (left) and its solution (right) with $30^{2}$ (top) and $60^{2}$ (bottom) grid points. Monitor function used is (4.1), with $(\alpha, \beta)=(6,0.1) . T=0.6$


FIG. 10. Example 4.2: contours of moving mesh solution with $60^{2}$ grid points at $t=0.6$ ( 15 contour lines are used.)


FIG. 11. Same as Fig. 9 , except that $(\alpha, \beta)=(6,0)$.
TABLE 2
Example 4.2: efficiency vs. effectiveness with different monitor functions

| $(\alpha, \beta)$ | \# of time evolution <br> $30^{2}$ grids | of time evolution <br> $60^{2}$ grids | quality of mesh <br> adaptation |
| :--- | :---: | :---: | :---: |
| $(6,0.1)$ | 252 | 650 | very good |
| $(6,0)$ | 206 | 344 | satisfactory |
| $(1,0)$ | 152 | 282 | poor |
| $(0,0.1)$ | 219 | very large | - |

The next example is concerned with a linear scalar advection problem. One of the differences between this one and the last two examples is that the initial condition for $\phi$ is no longer continuous, which has some impact on the choice of the monitor functions.

Example 4.3. The 2D problem to be considered is a scalar advection equation

$$
\begin{equation*}
\phi_{t}+u \phi_{x}+v \phi_{y}=0, \quad(x, y) \in(0,1)^{2} \tag{4.6}
\end{equation*}
$$

where the velocity field corresponds to a swirling deformation flow of the form

$$
\begin{aligned}
& u(x, y, t)=\sin ^{2}(\pi x) \sin (2 \pi y) g(t) \\
& v(x, y, t)=-\sin (2 \pi x) \sin ^{2}(\pi y) g(t)
\end{aligned}
$$



FIG. 12. Example 4.3: Moving mesh (left) and its solution (right) with $40^{2}$ grid points at (a): $t=0.4$ and (b): $t=0.8$.

The time dependency $g(t)$ is given by $g(t)=\cos \left(\pi t / T_{0}\right)$. Initially a discontinuity is placed at $x=0.5$ :

$$
\phi(x, y, 0)= \begin{cases}1, & x \leq 0.5  \tag{4.7}\\ 0, & x>0.5\end{cases}
$$

Due to the velocity dependency, the flow reverses at $t=\frac{1}{2} T_{0}$, and the initial discontinuity should be recovered at $t=T_{0}$. This problem has been investigated by LeVeque et al. [19, 20]. In the present computation, $T_{0}$ is chosen as 0.8 . Since the initial condition (4.7) is discontinuous, it is reasonable to believe that the gradient-based monitor function should be employed. The idea is similar to that for the shock problems, see e.g. [3,31]. The monitor function is taken as $\omega I$ with

$$
\begin{equation*}
\omega=\sqrt{1+\left|\nabla_{p} \phi\right|^{2}} \tag{4.8}
\end{equation*}
$$

The numerical results with $40^{2}$ grid points are shown in Fig. 12.


FIG. 13. Example 4.4: Adaptive mesh and numerical solution with $80^{2}$ grid points, at $t=0,10^{-3}, 3 \times 10^{-3}, 5 \times 10^{-3}, 10^{-2}$ and $1.4 \times 10^{-2}$.

To demonstrate the ability of our moving mesh strategy, we will consider a geometric motion problem investigated by Barth and Sethian [4]. The problem is about the motion of a simple closed curve which is the boundary of an "H" shape, as plotted in the top right of Fig. 13.


FIG. 13-Continued

EXAMPLE 4.4. The governing equation is a level-set equation:

$$
\begin{equation*}
\phi_{t}-\kappa|\nabla \phi|=0, \quad(x, y) \in(0,1)^{2}, \tag{4.9}
\end{equation*}
$$

where $\kappa$ is the curvature of $\phi$, defined by $\kappa=\nabla_{p} \cdot \frac{\nabla_{p} \phi}{\left|\nabla_{p} \phi\right|}$, and the initial data is given by

$$
\phi(x, y, 0)=\left\{\begin{aligned}
1, & (x, y) \in \mathbf{H} \\
-1, & (x, y) \in \Omega_{p} / \overline{\mathbf{H}} \\
0, & \text { otherwise }
\end{aligned}\right.
$$

We wish to numerically simulate the geometric motion by solving the above level set equation collapsing with speed proportional to local curvature. Grayson [10] proved that all simple closed curves moving with curvature will eventually collapse to a round point. This example serves as a challenging test problem to verify Grayson's theory.

Since the initial function is discontinuous, we again choose the gradient-based monitor function (4.8) in our AMR algorithm. Numerical results obtained by using $40^{2}$ grid points are shown in Fig. 13, which indicate that more grid points are moved into the regions of physical significance. As desired, adaptive mesh is also part of the numerical solution: the areas with dense points also give rough shape of the moving curve. For this simple example, we demonstrated numerically that Grayson's theory on the motion of simple closed curves holds.

## 5. NUMERICAL EXPERIMENTS IN 3D

A challenging task for a useful adaptive mesh redistribution method is its feasibility for 3D computations, since 3D mesh adaptation is much more complicated than that of 1 D or 2 D . In 2 D , it is demonstrated in the last section that our AMR algorithm adapts the mesh extremely well to the solution without producing skew volumes. In this section, we wish to demonstrate that this is also true in 3D. The last example in this work is concerned with an 3D advection problem. The CFL number used is 0.12.

Example 5.1. The last example is the same as Example 4.3, except that the solution domain becomes $\Omega=(-1,1)^{3}$. More precisely, this problem is concerned with a scalar advection equation

$$
\begin{equation*}
\phi_{t}+u \phi_{x}+v \phi_{y}+w \phi_{z}=0, \quad(x, y, z) \in(-1,1)^{3} \tag{5.1}
\end{equation*}
$$

where the velocity field corresponds to a swirling deformation flow of the form

$$
\begin{aligned}
& u(x, y, z, t)=2 \sin ^{2}(\pi x) \sin (2 \pi y) \sin (2 \pi z) g(t) \\
& v(x, y, z, t)=-\sin (2 \pi x) \sin ^{2}(\pi y) \sin (2 \pi z) g(t) \\
& w(x, y, z, t)=-\sin (2 \pi x) \sin (2 \pi y) \sin ^{2}(\pi z) g(t)
\end{aligned}
$$

The time dependency $g(t)$ is the same as that defined in Example 4.3. The initial condition is

$$
\phi(x, y, z, 0)= \begin{cases}1, & x \leq 0.5  \tag{5.2}\\ 0, & x>0.5\end{cases}
$$

As in 2D, the flow reverses at $t=\frac{1}{2} T_{0}$, and the initial discontinuity is recovered at $t=T_{0}$. This problem was proposed and solved by LeVeque [20]. Again, due to the discontinuity for the solution $\phi$, the gradient based function $\omega=\sqrt{1+2\left|\nabla_{p} \phi\right|^{2}}$ is used. In the present computation, we take $T_{0}=0.8$, and $40^{3}$ grid points are used. Figs. 14 and 15 present the adaptive mesh solutions at two different time levels, $t=0.4=T_{0} / 2$ and $t=0.8=T_{0}$. It is observed that our AMR scheme adapts the mesh extremely well to the regions with large solution gradients. Unlike on the structured mesh, an arbitrary cut-plane may not have enough grid points from the adaptive meshes. To handle this problem, the nearby points are projected into the chosen plane. As observed in Figs. 14 and 15, the projection may yield a few spurious volumes, due to the complicated structure of the 3D grids.


FIG. 14. Numerical solution and the corresponding mesh at $t=0.4$ (top) and $t=0.8$ (bottom), on the cut-plane $y+z=1$.

## 6. CONCLUDING REMARKS

One of efficient ways to increase the resolution for the numerical approximations of the Hamilton-Jacobi equations is to use higher order numerical discretization, such as the high-order ENO scheme of Osher \& Shu [27], high-resolution central schemes of Kurganov \& Tadmor [17], and high-order discontinuous Galerkin finite element method of Cockburn \& Shu [7] and Hu \& Shu [11]. In this work, we have


FIG. 15. Same as Fig. 14, except on the cut-plane $z=0.5$.
demonstrated that adaptive mesh redistribution method can also increase the solution resolution, so that accurate numerical solutions can be obtained by using relatively small number of grid points.

The main contributions of this work are two-folds. First, we describe a simple numerical scheme which consists of a second-order finite volume scheme and a novel AMR strategy. Second, selection of the monitor functions is investigated. It is concluded that if the numerical solution is continuous but
the derivatives are discontinuous (in the generic case, $\mathrm{H}-\mathrm{J}$ solutions form discontinuous derivatives in a finite time even with smooth initial conditions) then a monitor function involving a curvature-like term is desired. However, if the solution has initial discontinuity, then a gradient-based monitor is sufficient.

A number of numerical experiments have been carried out, including 2D and 3D convection problems and a level-set problem. The numerical computations indicate that the adaptive mesh algorithm described in this work can cluster grid points into the regions of the physical domain where the solution has singularity behaviors, and as a result high resolution of the numerical approximation can be achieved with relatively small number of grid points.
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